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Abstract

In this chapter, I seek to deconstruct the underlying structure of the notion of
“diversity” as it is commonly used in the United States. Prejudice and ethnocentrism
arise when Whiteness is the standard from which other ethnic and racial categories
diverge and deviate. Mutually respectful interracial and intercultural communication
and interaction depends on Whiteness taking its place as simply one among many
racial and ethnic categories, all of which are socially constructed and none of which
can be set up as the norm. Clinical implications are spelled out with an extended
illustration.
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A Goal Programming Model for Advertisement
Selection on Online News Media

Prerna Manik, Anshu Gupta and P. C. Jha

Abstract Promotion plays an important role in determining success of a prod-
uct/service. Out of the many mediums available, promotion through means of adver-
tisements is most effective and is most commonly used. Due to increasing popularity
of the Internet, advertisers yearn for placing their ads on web. Consequently, web
advertising has become one of the major sources of income for many websites. Sev-
eral websites provide free services to the users and generate revenue by placing ads
on its webpages. Advertisement for any product/service is placed on the site con-
sidering various aspects such as webpage selection, customer demography, product
category, page, slot, time, etc. Further, different advertisers bid different costs to
place their ads on a particular rectangular slot of a webpage, that is, many ads com-
pete with each other for their placement on a specific position. Hence, in order to
maximize the revenue generated through the ads, optimal placement of ads becomes
imperative. In this paper, we formulate an advertisement planning problem for web
news media maximizing their revenue. Mathematical programming approach is used
to solve the problem. A case study is presented in the paper to show the application
of the problem.

Keywords Advertisement planning · Revenue maximization · Online news web
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1 Introduction

Advertising is an indispensable component of the marketing strategy for any firm.
A well-designed advertisement campaign attracts a huge customer base, creates a
brand name for the product and thereby enhances sales. Firms spend a large amount
of capital to create effective exposure for its products by means of advertisements
(ads). Today we see various media for advertising, starting from hoardings to televi-
sion commercials, print ads to web media, and many more. Companies generally use
a mix of various ad media to create maximum exposure for their products. Amongst
all kinds of advertising media, the Internet has become the most famous and adopted
media by the advertisers as well as consumers. And its popularity is increasing as
information technology is reaching more and more people in the world and con-
sumers stay connected to web for long hours. Other reasons for popularity of web
advertising over other traditional media include traceability, cost effectiveness, reach,
interactivity, etc. It is also capable of providing the dual features of both print and
television media. The study in this paper focuses on a web ad scheduling problem
where the objective is to maximize the revenue generated from placing ads on the
multiple pages of a website. Maximization is achieved by selecting the ads on a slot
from various competing ads in such a way that all the slots on every webpage under
consideration are full at every time instant throughout the planning horizon. The
proposed model surmounts one of the major limitations of the literature in the area.

Web ads commonly known as “banner ads” are devoted to promote, market, sell,
or provide specific information about a product, service, or commercial event on
web. Television and radio ads are expensive, short lived, and people tend to ignore
them. However, in the case of web ads, customers have a choice as to whether or not
they want to read or click on a web ad, while the ads may create an impression on
the web users irrespective of their choice.

Though banner ads are the most popular ads on the web and constitute a major
proportion of web advertising, there are also other ads that have been adopted by
the advertisers such as are pop-up and pop-under ads, floating ads, unicast ads, etc.
However, scope of this paper is limited to banner ads only. A banner ad is a small,
typically rectangular, graphic image, which is linked to a target webpage. Many
different types of banners with different sizes are being used in web advertisement.
Rectangular-shaped banner ads are the most common type of banner ads. These
banners usually appear on the side, top, or bottom of a screen as a distinct, clickable
image [9]. For e.g., in Fig. 1, www.newswebsite.com displays a top banner ad of
IBEF and two side banner ads of Artha Villas and CRAZEAL.

Due to constantly increasing popularity and power of web advertising, more and
more websites and blogs are evolving that provide free services to their users. For e.g.,
websites such as Download.com, soft32, softpedia provide free software download
facilities to the users. Also there are websites such as ApnaCircle and LinkedIn
which help millions of professionals to connect and share their ideas for free. Then
there are also websites such as hindustantimes.com and timesofindia.com, which
provides their users a free service of e-paper, that is, a reader can read the newspaper

www.newswebsite.com
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Fig. 1 Banner Ads on www.newswebsite.com (Date clicked: September 15, 2012)

online. Such websites generate major portion of their revenue by placing ads on
their webpages. Hence, for such sites, optimal placement of ads on their webpages
becomes imperative.

Many researchers have been working in the area of scheduling ads on web from
past few years. One of the major focuses of the work has been on the effectiveness of
web ads. Yager [14] described a general framework for the competitive selection of
ads at web sites. A methodology was described in the paper for the use of intelligent
agents to help in the determination of the appropriateness of displaying a given ad to
a visitor at a site using very specific information about potential customers. Fuzzy
system modeling was used for the construction of these intelligent agents. Dreze and
Zufryden [3], Intern.com Corp. [5], Kohda and Endo [6], Marx [8] and Risden et al.
[11] tackled the issue of increasing the effectiveness of web ads. Intern.com Corp. [5],
McCandless [9], and Novak and Hoffman [10] described web advertising theories
and terminologies. Researchers viz. Aggarwal et al. [2], Adler et al. [1], Kumar et al.
[7] considered the issue of optimizing the ad space on the web. Aggarwal et al. [2]
described a framework and provided an overview of general methods for optimizing
the management of ads on web servers. They described a minimum cost flow model
in order to optimize the assignment of ads to the predefined standard sizes of slots
on webpages. Adler et al. [1] provided a heuristic called SUBSET-LSLF.

A major contribution in the area of ad scheduling has been done by Kumar et al.
[7] and Gupta et al. [4]. Kumar et al. [7] addressed the problem of scheduling ads on
a webpage in order to maximize revenue, for which they maximized the utilization of
space available to place the ads. They used genetic algorithms to solve the problem.
The major limitations of the model are that it considers only a particular side banner
space on a specific page whose width is fixed and length can vary. The rectangular
dimensions can thus be reduced to single dimension as the other dimension, i.e., width
was assumed to be of unit size. All or some ads that can fit in this banner should
therefore have the width of unit size. However, in practice banner ads that compete to
be placed on a rectangular slot may be of varying rectangular dimensions. Second, in
reality, the varying dimension of the slot for the banner can be a real value and need
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not necessarily be an integral multiple of the defined unit slot length. Therefore, the
problem that maximizes the space utilization may not be the true representative of
the revenue maximization problem. Gupta et al. [4] overcame the limitations of the
model formulated by Kumar et al. [7]. They considered the set of ads competing to be
placed on various rectangular slots (that may have varying rectangular dimensions) in
a given planning horizon on various webpages of a news website in order to maximize
the revenue, where the revenue is generated from the costs different advertisers pay
to place their ads on the website. One of the limitations of the model formulated by
Gupta et al. [4] is that it allows an ad to appear more than once on the same webpage.
For instance, suppose that a webpage W1 has three rectangular slots and suppose that
an ad A1 has appeared in slot 1 of this webpage at time period T1. Then according
to this model this ad A1 can also appear in slot 2 and/or slot 3 of webpage W1 at the
same time period T1.

In this paper, we formulate a web ad scheduling problem considering sets of
ads competing to be placed on various rectangular slots (which may have different
rectangular dimensions) in a given planning horizon on different webpages of a
news website in order to maximize the revenue. The revenue is generated from the
costs different advertisers pay to place their ads on the website. The proposed model
restricts the selection of an ad on the same webpage more than once at any instant
of time. We also discuss the solution methods for the proposed model, which is
a 0-1 linear programming model. The model can be programmed and solved on
LINGO [13] software. Depending on the available data the model may or may not be
feasible. As the number of constraints increase the feasible area reduces and may tend
to infeasibility. In this case, we use goal programming approach (GPA) [12] to obtain
a compromised solution. The goal model of the problem can also be programmed
and solved on LINGO [13].

The rest of the paper is organized as follows. In Sect. 2, we discuss the mathe-
matical model formulation. A Case study has been discussed in Sect. 3. Section 4
concludes the paper.

2 Model Formulation

Notations

n : total number of webpages
m j : number of rectangular slots on j th webpage
K : total number of ads
P : total number of time units in a day
Q : total number of days in a planning horizon
T : total number of time units over the planning horizon, where T = P × Q
Ci jk : cost of kth ad competing for i th rectangular slot on jth webpage
S : set of K ads
Si j : set of ads which compete for i th rectangular slot on j th webpage; Si j ⊆ S∀i,j
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Ak : kth ad
wk : minimum required time units for which kth ad appears in any rectangular slot
Wk : maximum time units for which kth ad appears in all the rectangular slots
D : total number of rectangular slots over a planning horizon (= Total number of

rectangular slots on all the webpages × Length of planning horizon)

2.1 Web Ad Scheduling Problem

Web service providers endeavors to generate maximum revenue from the ads that
are displayed on the webpages of their website. Therefore, optimal selection of the
ads from the available sets of ads that compete to be placed on different rectangular
slots of different webpages becomes critical.

We consider a set of K ads, S = {A1, A2, . . . , AK } that compete to be placed on
different rectangular slots of various webpages of a website in a planning horizon. The
problem is formulated for a website consisting of n webpages, where j th webpage
consists of m j number of rectangular slots. A subset of ads Si j competes to be placed
on i th rectangular slot of jth webpage over a planning horizon. An advertiser k, where
Ak ∈ Si j , pays cost Ci jk to place his ad on i th rectangular slot of j th webpage with
minimum frequency wk and maximum frequency Wk .

Web ads are scheduled daily, fortnightly, weekly, monthly, or quarterly and so
on depending on to the time units allocated to the ads. An ad which appears at any
location stays there for some time and is then replaced by another ad. Consider for
example, the minimum time for which an ad appears in any rectangular slot is one
minute then, there will be 60 × 24 = 1440 time slots/units (P) in a day. And if
the scheduling is to be done for say one week (i.e., Q = 7 days) then there will
be a total of 1440 × 7 = 10080 time slots, i.e., the planning horizon would be
T = P × Q = 1440 × 7 = 10080 time units.

Over a planning horizon, for each rectangular slot, web service provider selects
ads which maximize their revenue and the unscheduled ads may compete for space
in the next planning horizon with new ads. The set of ads assigned to all the slots
for this time period is seen by the visitors who visit the site during that time interval
and then the ads are updated according to their schedule. Now consider that we
have in total

∑n
j=1 m j number of rectangular slots and a total of T = P × Q time

units in the planning horizon, which can be considered as a scheduling problem of
D = T ×∑n

j=1 m j slots. Minimum frequency wk represents the number of time
units for which the ad Ak must appear when selected for some slot and maximum
frequency Wk represents the number of time units for which the ad Ak must appear
in all the rectangular slots over a planning horizon.

The problem to maximize the revenue generated by placing ads on the website
over a planning horizon, which depends heavily on the costs different companies pay
for placing their ads on i th rectangular slot of j th webpage is as follows:
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Maximize R =
m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

Ci jk xi jkt

Subject to
T⎧

t=1

xi jkt ≥ wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt ≤ Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt ≤ D (1)

m j⎧

i=1

xi jkt = 1 ∀ j, k ∈ Si j , t

⎧

k∈Si j

xi jkt ≤ 1 ∀ i, j, t

⎧

k∈Si j

zi jk ≥ 1 ∀ i, j

where xi jkt =
⎨
⎩



1, if kth ad is chosen to be placed on i th rectangular slot of j th
webpage at t th time unit

0, otherwise

zi jk =
{

1, if kth ad is placed on i th rectangular slot of j th webpage
0, otherwise

In the above problem t = 1, . . . , P × Q = T . Time slots are arranged in the
ordinal manner i.e. the 1st P time units will correspond to 1st day, next P for 2nd
day and so on.

Here, first constraint ensures that kth ad is assigned to at least wk time slots.
Second constraint guarantees that kth ad is assigned to not more than Wk number of
slots over the planning horizon. Next constraint ensures the fullness of total number
of rectangular slots over the planning horizon. Fourth constraint guarantees that if
an ad is selected to be placed on any rectangular slot of a webpage at any given time
period then that ad cannot appear on any other rectangular slot of that webpage at
the same time unit. Next constraint ensures that at a particular time unit, on each
rectangular slot on a webpage, not more than one ad can be placed. Last constraint
ensures that number of times ad k appears on a particular rectangular slot over the
planning horizon can be one or more than one.

Problem (1) can be solved using LINGO [13] software if a feasible solution to the
problem exists. Otherwise for an infeasible solution, GPA [12] can be used to obtain
a compromised solution.
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2.2 Goal Programming Approach

In a simpler version of goal programming approach (GPA), management sets goals
and relative importance (weights) for different objectives. Then an optimal solution
is defined as one that minimizes both positive and negative deviations from set goals
simultaneously or minimizes the amount by which each goal can be violated. First
we solve the problem using rigid constraints only and then the goals of objectives are
incorporated depending upon whether priorities or relative importance of different
objectives are well defined or not. Problem (1) can be solved in two stages as follows:

Minimize g0(η, ρ, x, z) =
m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

η1
i jk +

⎧

k∈Si j

ρ2
k + ρ3

+
n⎧

j=1

⎧

k∈Si j

T⎧

t=1

⎛
η4

jkt + ρ4
jkt

⎝
+

m j⎧

i=1

n⎧

j=1

T⎧

t=1

ρ5
i j t

+
m j⎧

i=1

n⎧

j=1

η6
i j

Subject to
T⎧

t=1

xi jkt + η1
i jk − ρ1

i jk = wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt + η2
k − ρ2

k = Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt + η3 − ρ3 = D (2)

m j⎧

i=1

xi jkt + η4
jkt − ρ4

jkt = 1 ∀ j, k ∈ Si j , t

⎧

k∈Si j

xi jkt + η5
i j t − ρ5

i j t = 1 ∀ i, j, t

⎧

k∈Si j

zi jk + η6
i j − ρ6

i j = 1 ∀ i, j

η, ρ ≥ 0

where, xi jkt and zi jk are as defined above and η and ρ are over-and under-
achievement (positive- and negative-deviational) variables from the goals for the
objective/constraint function and g0(η, ρ, x, z), is Goal objective function corre-
sponding to rigid constraints.
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The choice of deviational variable in the goal objective functions which has to be
minimized depends upon the following rule. Let f (X) and b be the function and its
goal respectively and η and ρ be the over and under achievement variables then

if f (X) ≤ b, ρ is minimized under the constraints f (X) + η − ρ = b,
if f (X) ≥ b, η is minimized under the constraints f (X) + η − ρ = b,
if f (X) = b, η + ρ is minimized under the constraints f (X) + η − ρ = b.
Let (η0, ρ0, x0, z0) be the optimal solution for the problem (2) and g0 (η0, ρ0,

x0, z0) be its corresponding objective function value then finally GP problem can
be formulated using optimal solution of the problem (2) through the problem (1) as
follows:

Minimize g(η, ρ, x, z) = η7

Subject to
T⎧

t=1

xi jkt + η1
i jk − ρ1

i jk = wk zi jk ∀ i, j, k ∈ Si j

m j⎧

i=1

n⎧

j=1

T⎧

t=1

xi jkt + η2
k − ρ2

k = Wk ∀ k ∈ Si j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

xi jkt + η3 − ρ3 = D

m j⎧

i=1

xi jkt + η4
jkt − ρ4

jkt = 1 ∀ j, k ∈ Si j , t (3)

⎧

k∈Si j

xi jkt + η5
i j t − ρ5

i j t = 1 ∀ i, j, t

⎧

k∈Si j

zi jk + η6
i j − ρ6

i j = 1 ∀ i, j

m j⎧

i=1

n⎧

j=1

⎧

k∈Si j

T⎧

t=1

Ci jk xi jkt + η7 − ρ7 = R∗

g0(η, ρ, x, z) = g0(η
0, ρ0, x0, z0)

η, ρ ≥ 0

where R∗ is the aspiration level desired by the management on revenue and
g(η, ρ, x, z) is objective function of the problem (3). Problem (3) is solved using
LINGO [13].
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3 Case Study

In case of online news services, users spend long time on sites for reading news. In
case of such websites, ads are updated periodically during this period, which is taken
to be 1 h (length of one time slot) here.

We consider a news website which consists of five webpages. These pages have 3,
4, 2, 3, and 3 rectangular slots, respectively. A set of sixty ads, S = {A1, A2, . . . , A60}
compete to be placed on webpages of a news website in a planning horizon, which
is taken as 1 week. Now, a week consists of 7 days and each day consists of 24 h.
Since ads are updated every hour on the webpages, we refer to each hour as a time
unit. Thus, in this case, we have 168(= 24 × 7) time units to schedule ads. Ads need
to be placed in D = ∑5

j=1 m j × T (= 3 + 4 + 2 + 3 + 3) × 168 = 2520 slots. Sets
of ads competing for i th rectangular slot on j th webpage and corresponding costs
are as follows:

S11 = {A1, A3, A6, A8, A10, A13, A15, A18, A20, A23, A25, A27, A29, A32, A33, A36, A38, A40,

A43, A44, A46, A49, A51, A54, A57, A59}; C11k = 2, 500 ∀k ∈ S11

S21 = {A2, A4, A6, A9, A11, A13, A14, A16, A19, A22, A24, A26, A28, A31, A33, A35, A37,

A39, A42, A44, A47, A49, A50, A52, A54, A56, A57, A60}; C21k = 2, 300 ∀k ∈ S21

S31 ={A1, A2, A5, A8, A10, A12, A14, A17, A18, A20, A23, A24, A26, A28, A29, A31, A34, A36,

A37, A38, A40, A42, A43, A45, A47, A50, A51, A53, A55, A58, A59}; C31k = 2, 000 ∀k ∈ S31

S12 ={A2, A3, A5, A7, A9, A11, A13, A15, A17, A19, A21, A22, A24, A25, A27, A30, A32, A35,

A36, A38, A39, A41, A43, A44, A46, A47, A49, A52, A54, A56, A60}; C12k = 1850 ∀k ∈ S12

S22 ={A1, A3, A4, A6, A8, A11, A14, A16, A18, A19, A21, A23, A26, A27, A28, A29, A33, A34,

A37, A39, A41, A44, A45, A47, A48, A50, A51, A54, A55, A57, A59}; C22k = 1800 ∀k ∈ S22

S32 ={A1, A2, A5, A6, A9, A12, A15, A17, A18, A20, A22, A24, A25, A26, A28, A30, A34, A35,

A38, A40, A42, A46, A48, A51, A55, A58}; C32k = 1700 ∀k ∈ S32

S42 ={A3, A4, A6, A7, A10, A12, A14, A16, A17, A19, A22, A25, A27, A29, A30, A32, A35, A36,

A37, A40, A42, A45, A46, A47, A48, A50, A52, A54, A56, A58, A60}; C42k = 1600 ∀k ∈ S42

S13 ={A1, A2, A4, A5, A8, A9, A11, A13, A15, A17, A18, A20, A21, A23, A24, A28, A31, A33, A35,

A37, A39, A41, A43, A45, A48, A51, A52, A53, A54, A55, A57, A59}; C13k = 1500 ∀k ∈ S13

S23 ={A2, A3, A5, A6, A7, A10, A12, A14, A16, A18, A19, A21, A23, A26, A28, A29, A31, A34,

A36, A38, A40, A42, A44, A46, A49, A53, A54, A58, A60}; C23k = 1400 ∀k ∈ S23

S14 ={A3, A4, A8, A10, A11, A14, A17, A22, A24, A25, A26, A29, A32, A34, A38, A41, A44, A46,

A49, A51, A53, A56, A59}; C14k = 1300 ∀k ∈ S14

S24 ={A2, A4, A7, A9, A12, A14, A16, A18, A21, A23, A26, A28, A29, A31, A33, A35, A37, A39,

A42, A45, A47, A49, A52, A54, A56, A59, A60}; C24k = 1200 ∀k ∈ S24

S34 ={A2, A3, A5, A7, A10, A13, A15, A17, A19, A22, A25, A26, A29, A32, A33, A36, A38, A40,

A43, A44, A46, A48, A51, A53, A55, A58, A60}; C34k = 1100 ∀k ∈ S34

S15 ={A1, A5, A6, A8, A9, A11, A12, A16, A18, A20, A22, A23, A25, A27, A30, A34, A35, A39,

A41, A43, A45, A46, A47, A48, A51, A54, A55, A57, A59}; C15k = 1000 ∀k ∈ S15

S25 ={A2, A4, A6, A8, A10, A13, A15, A17, A19, A21, A24, A26, A28, A31, A33, A35, A36, A38,
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Fig. 2 Display of ads on the news website at time unit t = 66

A40, A42, A44, A46, A47, A49, A50, A53, A56, A58, A59}; C25k = 850 ∀k ∈ S25

S35 ={A1, A3, A5, A7, A9, A11, A12, A14, A18, A20, A21, A23, A25, A27, A30, A32, A34, A37,

A39, A41, A43, A45, A48, A50, A52, A54, A57, A59}; C35k = 800 ∀k ∈ S35

Although different companies may pay different costs for placing their ads on a
particular rectangular slot of a specific webpage but for the sake of simplicity, cost
for all the ads competing to be placed on any rectangular slot is taken to be same here.
Further, minimum and maximum frequencies of the ads are tabulated in Table 1.

When problem (1) is solved using the above data, we get an infeasible solution
and hence it is imperative to use GPA to obtain a compromised solution. Aspiration
desired on revenue is taken to be 40,00,000. The compromised solution obtained
after applying GPA is given in Table 2.

The revenue generated by this placement of ads comes out to be 38,47,200. It
can be seen from Table 2 that when users access webpage 3 of news website at 18th
hour of day 3 i.e., at t = 66, ad A60 appears in second slot of that webpage. To give
a clear picture of how the ads are actually displayed to the users in accordance with
the schedule obtained in Table 2, a pictorial representation of the selected ads on the
news website at time unit t = 66 is shown in Fig. 2.
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4 Conclusion

In this paper, we have formulated a web ad scheduling problem to determine an
optimal placement of ads that compete to be placed on rectangular slots in a given
planning horizon on the various webpages of a news website in order to maximize
the revenue generated from ads. The optimization model is a 0-1 linear programming
model and restricts selection of an ad on the same webpage more than once at any
instant of time. Problem is programmed on LINGO software to get the optimal
solution. In case the problem results in an infeasible solution, goal programming
method is used to solve the problem. A case study is presented in the paper to show
the application of the problem.
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Multi Period Advertising Media Selection
in a Segmented Market

Sugandha Aggarwal, Arshia Kaul, Anshu Gupta and P. C. Jha

Abstract A product passes through different life cycle phases once it comes in the
market. During the launch phase it is promoted on mass level, second phase
stresses on capturing maximum potential, and in later phases company emphasizes
on retention of the product in the minds of the customers until its continuation in
the market. The advertising budget and media mix used to advertise the product
must be planned according to the current phase of the product. Thus it becomes
imperative for a company to look at media planning problems in a dynamic
manner over a planning period as the market conditions change and the product
moves through its cycle with time. In this paper we have formulated a multi-period
mathematical programming problem that dynamically computes the optimal
number of insertions and allocates advertising budget in various media channels of
a segmented market. The aim is to maximize the reach obtained through each
media from all the segments in each time period under budgetary constraints and
bounds on the decision variables. The reach in any period for a media is taken as a
sum of current period reach and retention of the previous periods reach. Goal
programming technique is used to solve the problem. A case study is presented to
show the real life application of the model.
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1 Introduction

Companies allocate a huge percentage of their overall promotional budget on
advertising. To efficiently use this budget a well thought media plan is developed.
Different media exist in the market from television to websites and their usage
changes with time. The selection of media mix depends on a number of factors
like, specific objectives of the advertisement campaign, customer profiles of dif-
ferent market segments, market and competitive situation, and the product’s stage
in its life cycle. In the introductory stage, a large portion of advertising budget is
allocated to induce trial. In the growth stage, however, advertising efforts are used
primarily to capture maximum market potential. And when a product moves to the
maturity stage, advertising is primarily a reminder to keep consumers aware of the
product. In the decline stage of its life cycle, most of the advertising support is
removed. The selection of media mix in a planning period varies according to the
product’s life cycle stage in the market. This calls for dynamic media planning.

A successful integrated marketing campaign also looks at to which media their
target customers get exposed to, as it affect their decisions to buy the product;
accordingly the media mix is selected. Advertising in a media is effective only if a
significant number of targeted customers are exposed to that media. The impact of
media can also vary in different segments and so is the choice of media mix.
Distinct segments of the target population respond differently to different media
and each medium plays a distinguishing role in advertising the product. Consider a
shoe firm that comes up with a promotional campaign targeting female athletes for
its new line of women’s athletic shoes. In this case advertising would be targeted
to the female athletes. The advertisements will be aired in those slots of television
in which majority female athletes are expected to get exposed, or placed in that
section of the newspaper which is read by most of the female athletes based on
previous research. On the other hand if the marketer is advertising for an energy
drink meant for school going children then they will target through children’s most
preferred channels on television. With an aim to capture maximum market
potential, firms often look for maximizing the reach of their advertisements from
each media in all the segments of its potential market.

Often marketers build media plans based on prior-period advertising response.
Making suitable changes in the media mix according to present market scenario
can yield significant increase in product performance. In the light of above con-
siderations it becomes important for companies to study its present target market,
consumer behavior towards different media, the stage of product cycle and
accordingly select and place its advertising in media categories in different time
periods. In this paper we propose a media planning optimization model for a
segmented market to determine the optimal number of insertions to be given in
different media categories maximizing the reach obtained from each media over
the planning horizon. The dynamic nature of the target market is captured by
dividing the planning horizon into multiple time periods. At the beginning of
each period, the market is analyzed to understand the consumer behavior towards
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different media in each segment, the changing advertisement cost, media popu-
larity and its circulation. On the basis of this information, the multi-objective
optimization problem is formulated with an objective of maximizing reach for all
chosen media from all the segments with constraints on total budget allocated to
the time period and lower and upper bound constraints on the number of insertions.
The reach objective for each media is taken as a sum of current period reach and
the retention factor on previous periods reach. The resultant integer programming
problem is solved using goal programming approach with aspirations on reach to
be attained from different media. A case study of a health insurance company is
provided to illustrate and validate the proposed model.

The paper is organized as follows: Sect. 2 gives a brief review of literature on
media planning problems. Section 3 discusses the model development and solution
methodology. In Sect. 4, we present a case study to illustrate applicability of the
proposed model. Section 5 concludes the paper.

2 Literature Review

In the literature lot of research work has been carried on media planning problems
[9]. Charnes et al. [3] introduced a Goal Programming model for media selection
to address problems associated with the critical advertising measurement of fre-
quency and reach. A media model to get maximum reach in the press media while
minimizing the cost was proposed by Kumar [6]. Moynihan et al. [8] contended
that the mathematical requirements of the multi criteria decision making model for
media selection force the media planner to create an artificial structuring of the
media selection criteria. Balakrishnan and Hall [1] developed a computational
procedure to calculate the time between the insertions within a pulse in order to
maximize the minimum effectiveness level at any point in time with budget
constraint. A mathematical programming model that gives the way a given product
should be advertised on television in order to achieve the highest rating under
specific restrictions was given by Mihiotis and Tsakiris [7]. Bhattacharya [2]
developed a model to decide the number of advertisements in different advertising
media and the optimal allocation of the budget assigned to the different media. Jha
et al. [5] formulated a media planning problem for allocating the budget in mul-
tiple media that are found suitable for the advertising of multiple products con-
sidering marketing segmentation aspect of advertising with an objective of
maximizing the reach. Royo et al. [10] proposed and analyzed a model to optimize
the advertising investment for several products on a planning horizon that enables
to compute the optimal advertising budget and its optimal allocation. However, the
existing research ignores the dynamism involved in media planning. With the
product growth in the market and change in the lifecycle stage of the products,
impact of media vehicles and consumer behavior towards them also varies.
To yield maximum reach from all chosen media it is important to base the
selection of advertisements in various media on the current market conditions and
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media performance. In this paper we have proposed a multi-objective program-
ming problem to maximize the reach obtained in each media from all the segments
and find the number of insertions to be given in different media by dividing the
planning horizon in multiple periods. In the beginning of each time period the
market is analyzed on the basis of which media planning is done with an aim to
maximize reach from each media in all the segments under budgetary and system
constraints.

3 Model Development

3.1 Notations

i Index representing segments (i = 1,2,…,N)
j Index representing medium of advertisement (j = 1,2…,M)
kj Media option of jth media (kj = 1,2,…K)
lj Slot in jth media (lj = 1,2,…L)
r Customer profile criteria under consideration for the potential population
Tq Starting point of qth time period (q = 1,2,…,D)
T Length of the total planning horizon
aijkjljq Reach to the target audience for one advertisement in ith segment, jth

medium, kjth media option, ljth slot/insertion in qth time period
Cijkjljq Average number of readers/viewers/listeners in ith segment, jth medium,

kjth media option, ljth slot/insertion in qth time period
cijkjljq Cost of inserting one advertisement in ith segment, jth medium, kjth

media option, ljth slot/insertion in qth time period
vijkjljq Minimum number of advertisements in different positions in ith segment,

jth medium, kjth media option, ljth slot/insertion in qth time period
uijkjljq Maximum number of advertisements in different positions in ith segment,

jth medium, kjth media option, ljth slot/insertion in qth time period
xijkjljq Decision variable corresponding to number of advertisements in ith

segment’s jth medium, kjth media option, ljth slot/insertion in qth time
period

pirjkjljq Percentage of people in ith segment who fall under rth criteria and read/
view jth medium, kjth media option, ljth slot/insertion in qth time period

aijkjljq Retention factor of (q-1)th period advertisement given in jth medium,
kjth media option, ljth slot of in qth time period

Wrj Weight corresponding to rth criteria and jth medium
Aq Total advertisement budget to be allotted to different media in qth time

period.

908 S. Aggarwal et al.



3.2 Problem Formulation

Firms market their products by means of advertising in various media such as
newspaper, television, radio, websites, etc. The advertising media mix varies in
different segments of the market in different time periods. Here we divide the total
planning horizon T for which advertisement planning is to be carried into D time
periods. The model proposed here will enable firms to allocate the total advertising
budget Aq, in qth time period to M different media catering to the N market seg-
ments such that the reach is maximized from each media. The problem is for-
mulated under the budgetary constraints. Upper bound and lower bound are
imposed on number of insertions in each media. In the beginning of each time
period the market is analyzed to determine the changing impact of media on
segments, advertisement cost, its circulation, retention factor of previous period
advertisements, etc. on the basis of which the media planning is done for the
sequential time periods of the planning horizon. The model is based on the fol-
lowing assumptions

1. The market for the product is divided into N distinct segments.
2. The planning horizon is divided into multiple periods (say D periods, where qth

time period starts at time Tq and ends at Tq+1).
3. Medias are independent of each other, thus one media has no impact on others.
4. Consumer behavior of segments is independent of each other and advertising in

one segment has no impact on others.
5. At the beginning of the planning horizon, retention factor is zero.
6. For a particular time period, the retention factor is taken as a proportion of

reach from previous periods advertising.

The multi-objective optimization model for the qth time period for determining
the optimal number of insertions in different media that maximizes the reach
obtained from each media from all the segments is formulated as follows

Maximize Zq ¼

Z1q ¼
PN
i¼1

PK
k1¼1

PL
l1¼1

ai1k1l1q�xi1k1l1q

Z2q ¼
PN
i¼1

PK
k2¼1

PL
l2¼1

ai2k2l2q�xi2k2l2q

..

.

ZMq ¼
PN
i¼1

PK
kM¼1

PL
lM¼1

aiMkMlMq�xiMkMlMq

2
6666666666664

3
7777777777775
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subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq�Aq

xijkjljq� uijkjljq 8 i ¼ 1; 2; ; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq� vijkjljq 8 i ¼ 1; 2; ; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

and xijkjljq takes integral values

ðP1Þ

where aijkjljq ¼ aijkjljq þ aijkjljqaijkjljq�1 and aijkjljq ¼
PR
r¼1

wrjpirjkjljq

� �
Cijkjljq

Each objective in the multi-objective function maximizes the total reach in
current time period q for a media in all the segments. First constraint ensures that
the total amount of budget allocated to the medias in different segments in qth time
period does not exceed the total amount of advertising budget available for this
period i.e. Aq. Second and third constraint ensures that the number of advertise-
ments in each media does not exceed its upper and lower bounds set by the firm.
Last constraint ensures that the decision variable takes integral value for the
allocated number of advertisements (can be taken greater than equal to zero when
lower bound is not specified).

The multi-objective problem formulated here can be solved either by weighted
sum approach where weights are assigned according to the relative importance of
media or by assigning priorities to the different objectives, i.e. prioritising the goal
for more preferable media and using lexicographic approach. Here we have used
weighted sum approach to solve the problem.

Management might also wish to target each media so as to obtain maximum
reach from all medias collectively under the limited resources. In such a situation
one can fix high aspiration goals for those media. To fix goals/aspirations for the
media, optimization model (P1) can be solved considering single objective cor-
responding to each media under the model constraints at a particular time period,
which determines the maximum achievable reach for each media. These reach
aspiration are expected to vary in different time periods and will depend on the
current marketing conditions. For a particular time period q, once we solve and fix
the goal or aspirations Z1q*, Z2q*,…, ZMq* to be obtained from jth media, the
resulting problem can be formulated as follows
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Maximize Zq ¼

Z1q ¼
PN
i¼1

PK
k1¼1

PL
l1¼1

ai1k1l1q�xi1k1l1q

Z2q ¼
PN
i¼1

PK
k2¼1

PL
l2¼1

ai2k2l2q�xi2k2l2q

..

.

ZMq ¼
PN
i¼1

PK
kM¼1

PL
lM¼1

aiMkMlMq�xiMkMlMq

2
6666666666664

3
7777777777775

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq�Aq

xijkjljq� uijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq� vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq� Z�jq 8 j ¼ 1; 2; . . .;M

and xijkjljq takes integral values

ðP2Þ

Since high goal/aspiration of each objective has been incorporated into the
constraint set of the original problem (P1), the problem (P2) becomes infeasible
due to limitation on budget. The problem (P2) is solved to obtain compromised
solution using goal programming approach.

3.3 Solution Methodology: Goal Programming

The goal programming formulation of the optimization model (P2) can be for-
mulated using Appendix A as follows

Vector Minimize gðg; q;XÞ ¼

g1ðg; q;XÞ
g2ðg; q;XÞ
:

:

:

gmðg; q;XÞ

2
666666664

3
777777775

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L
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xijkjljq þ g
0

ijkjljq
� q

0

ijkjljq
¼ vijkjljq 8 i ¼ 1; 2; z. . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq þ gjq � qjq ¼ Z�jq 8 j ¼ 1; 2; . . .;M

and xijkjljq takes integral values

g1; q1� 0

gijkjljq; qijkjljq; g
0

ijkjljq
; q
0

ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

gjq; qjq� 0 8 j ¼ 1; 2; . . .;M

ðP3Þ

where g and q’s are the positive & negative deviation variable of the goals for their
respective objective/constraint function.

In weighted sum approach, the rigid constraints are first satisfied by minimizing
the deviational variables corresponding to them and then, goals on objective
function are incorporated in the second stage. In first stage all rigid constraints are
weighted equally and in stage II, the objective is expressed as the weighted sum of
the deviational variables to be minimized corresponding to the objective function’s
goal. When all goals have equal relative importance, weight of each objective can
be taken to as one. Here we have assumed differential weights for the reach
objectives for different media. The problem (P3) can be solved in two stages as
follows

Stage 1

Minimize q1 þ
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

qijkjljq þ
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

g
0

ijkjljq

subject to
XN

i¼1

XM

j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq þ g
0

ijkjljq
� q

0

ijkjljq
¼ vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

g1; q1� 0

gijkjljq; qijkjljq; g
0

ijkjljq
; q
0

ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

and xijkjljq takes integral values

ðP4Þ
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Let (g0, q0, X0) be the optimal solution of problem (P4), and g0 (g0, q0, X0) be
the corresponding objective function value. The stage 2 formulation assigning
weights to the reach objectives is as follows.

Stage 2

Minimize kT g g; q;Xð Þ ¼
XM
j¼1

kjqgjq

subject to
XN

i¼1

XM
j¼1

XK

kj¼1

XL

lj¼1

cijkjljqxijkjljq þ g1 � q1 ¼ Aq

xijkjljq þ gijkjljq � qijkjljq ¼ uijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

xijkjljq þ g0ijkjljq
� q0ijkjljq

¼ vijkjljq 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

Zjq þ gjq � qjq ¼ Z�jq 8 j ¼ 1; 2; . . .;M

where xijkjljg takes integral values

g1; q1� 0

gijkjljq; qijkjljq; g
0
ijkjljq

; q0ijkjljq
� 0 8 i ¼ 1; 2; . . .N; j ¼ 1; 2; . . .;M;

kj ¼ 1; 2; . . .;K; lj ¼ 1; 2; . . .; L

gjq; qjq� 0 8 j ¼ 1; 2; . . .;M

g0ðg; q;XÞ ¼ g0ðg0; q0;X0Þ

ðP5Þ

where kjq are weights assigned to jth media in qth time period,
PM
j¼1

kjq ¼ 1; kjq� 0:

By Solving (P5) we obtain an efficient solution of model (P3) (Lemma 1,
Appendix B). A suitable tradeoff amongst the goals (reach targets) for different
media can be obtained at the management satisfaction level and resulting solution
will be one of the properly efficient solution for qth period. Importance for the
different goals can change for different time periods.

4 Case Study

Application of the proposed model is illustrated here with a case study of an
insurance company that wants to advertise its health insurance policy through
different newspapers, television and radio channels in four metropolitan cities
(treated as segments) of India. Based on popularity and the number of audiences,
in each city, two newspapers, three television and radio channels have been
chosen. In a single newspaper, we may have different possibilities i.e.

Multi Period Advertising Media Selection in a Segmented Market 913



advertisement on front page (FP), last page and other pages (OP) etc. Similarly,
two different time slots (prime time (PT) and other time (OT)) for each of tele-
vision and radio channels has been decided based on the importance and number of
viewers/listeners. The target market is divided in accordance with the income
levels of population in three groups: low (R1), middle (R2) and high (R3) level
income groups. The advertisement planning horizon (one year) is divided into four
sub-periods. In the beginning of each quarter, market is studied to analyze the
behavior of population towards different media in each city. Data for circulation of
the media options, advertisement cost, percentage profile matrix, retention factor
in different media is gathered. The aim is to advertise insurance company’s
product dynamically over a planning horizon, in different media so as to maximize
reach in each media in all segments of target market within its specified
constraints.

The total advertising budget is taken to be `20 crore which is divided into four
time periods as `7 crore, `5 crore, `4 crore, and `4 crore respectively. Circulation
figures for media are given in Tables 3.1, 4.1 and 5.1 in Appendix C. It is the
average number of readers (for Ànewspapers)/viewers (for television)/listeners
(for radio). Data for per insertion advertisement cost in different media is given in
Tables 3.2, 4.2, and 5.2 of Appendix C. In case of newspaper, advertisement cost

Table 1.1 Solution for Newspaper

City Channel 1 Channel 2

PT OT PT OT

Time period 1
City 1 20 36 12 24
City 2 18 28 15 34
City 3 15 25 12 28
City 4 18 36 15 30
Time period 2
City 1 3 33 4 26
City 2 20 30 12 32
City 3 15 28 10 30
City 4 15 34 2 32
Time period 3
City 1 2 36 2 26
City 2 12 32 12 34
City 3 14 28 2 26
City 4 1 32 2 32
Time period 4
City 1 1 38 1 26
City 2 20 30 15 36
City 3 18 28 8 24
City 4 1 26 1 32
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Table 1.2 Solution for Radio

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
65 4 50 10 24 10
68 6 20 6 14 5
72 6 34 10 16 10
48 8 19 8 14 8
Time period 2
18 6 17 12 22 12
72 4 22 8 35 3
14 5 16 10 19 12
26 6 14 6 16 7
Time period 3
16 5 18 10 18 8
13 7 22 10 13 4
15 8 12 6 19 12
20 6 14 8 14 7
Time period 4
12 8 20 15 12 7
9 5 18 12 12 4
19 12 10 5 18 10
16 6 13 7 13 6

Table 1.3 Solution for Television

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
120 68 110 20 90 32
118 54 90 42 80 30
124 52 78 24 90 18
130 65 95 20 75 12
Time period 2
118 64 112 45 86 28
24 30 94 12 75 14
120 10 38 10 32 15
128 8 100 16 78 10
Time period 3
124 61 110 40 90 33
108 47 98 12 75 18
127 12 90 8 90 19
118 16 98 21 90 8
Time period 4
130 65 115 38 88 35
89 47 95 18 80 17
129 16 34 11 40 12
22 8 110 25 85 18
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is per column centimetre for a 100 column cm advertisement, for television and
radio it is for 10 second spot. Upper and lower bound on the number of adver-
tisements in various media is given in Tables 3.4, 4.3, and 5.3 of Appendix C. The
data for customer profile given in Tables 3.5, 4.5, and 5.5 of Appendix C repre-
sents the proportion of people in different criteria (i.e. lower, middle and higher
income group) who are reading, viewing or listening the advertisement in the
media. These profile matrices are based on a random sample of size 200 across all
the cities and time periods. The data for retention factor has been given in
Tables 3.3, 4.4, and 5.4 of Appendix C. The assignment of weights for a particular
customer profile criteria in a media is based on the expert’s judgment which is
given in Table 6 of Appendix C. The optimization model (P1) is programmed as a
single objective problem to obtain reach aspirations for each media. The optimal
values so obtained are then set as aspiration level to be achieved for reach cor-
responding to each media and problem (P2) is solved. This gives an infeasible
solution; Goal Programming technique is used to obtain a compromised solution to
the problem. First we solve for stage 1 (P4) with rigid constraints and compute
stage one solution and then in stage 2 (P5), the deviational variables that become
zero in stage 1 are removed and the deviations corresponding to goals are mini-
mized. Weights are assigned (Table 7, Appendix C) to media on the basis of
management decisions considering different tradeoff solutions, consumer response
to different media and media effectiveness in the market. This process is repeated
for time period 2, 3, and 4. All optimizations models are programmed on LINGO
software [11] to obtain optimal solutions. Optimal solution is guaranteed as the
proposed optimization model is a convex programming problem. The solution
obtained for number of advertisements to be given in different media at different
time periods is given in Tables 1.1, 1.2 and 1.3 below.

The reach aspired and achieved from different media in different time periods
on solving the problem is displayed in Table 2 below.

In time period 1, it can be seen that the total reach obtained is higher than any
other time periods, this is because the highest budget allocated to this period. It
matches with the fact that it is the initial stage of the product and the firm wants to
advertise at large scale and reach maximum people in this period. In every period,
there is a compromise from the aspired reach, except for newspaper media in
period 1 and total compromise is increasing from period 1 to 4. Reach obtained
through television is highest in all the periods possibly due to the visual impact of
television. However compromise percentage for television is also highest in every
period and from period 1 to period 4, the percentage by which it is compromised
keeps on increasing. Higher cost of insertion is the most possible reason for higher
compromise. Lot of further analysis of the case is done by the author but is not
discussed here due to limitation on pages of the manuscript.
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5 Conclusion

In this paper, we have formulated and solved an optimization model which can be
applied for planning and scheduling of appropriate media for the advertisement of
a product. The model allocates the advertising efforts to each of the media
dynamically in the market segments by dividing the planning horizon into small
planning periods. The optimal number of advertisements to be given in media in
different time periods changes based on the behaviour of consumer towards the
media and the position of the media in the market. The objective is to maximize
the total reach which comes from the current period reach and the proportional
retention of the previous periods reach in each media. This allows us to capture
clearer picture of the market by planning according to the current behaviour of the
market. The model is formulated under budget and lower and upper bounds on
frequency constraint in each media. The problem is solved using goal program-
ming approach. A case is given to illustrate the applicability of the proposed
optimization model. The paper offers a lot of scope for further research such as
explicit consideration for multiple products, interaction between the advertising of
different products of the firm, and fuzzy environment.

Appendix A

Let f (X) and b be the function and its goal respectively and g and q be the over and
under achievement (negative and positive deviational) variables then the choice of
deviational variable in the goal objective functions which has to be minimized
depend upon the following rule:

if f (X) \= b, q is minimize under the constraints f (X) ? g - q = b
if f (X) [= b, g is minimized under the constraints f (X) ? g - q = b and
if f (X) = b, g ? q is minimized under the constraints f (X) ? g - q = b

Appendix B

Definition 1[4]: A solution x0 is said to be efficient solution if x0[S and there exist
no other feasible point x such that F(x) C F(x0) and F(x) = F(x0).

Definition 2[4]: A solution x0 is said to be a properly efficient solution if it is
efficient and if there exist a scalar M [ 0 such that, for each i, we have
fiðxÞ�fiðx0Þ
fjðx0Þ�fjðxÞ �M. For some j such that fj(x) \ fj(x

0) whenever x[X and fi(x) [ fi(x
0)

Lemma 1:Through definition 1 and 2, optimal solution of the problem (P5) will be
properly efficient solution to the problem (P3).
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Appendix C

Table 3.1 Circulation in Newspapers (‘0000)

City Newspaper 1 Newspaper 2

Time Period 1
City 1 56 35
City 2 86 67
City 3 75 49
City 4 89 72
Time Period 2
City 1 54 36
City 2 86 65
City 3 76 49
City 4 88 74
Time Period 3
City 1 55 38
City 2 90 65
City 3 76 48
City 4 87 74
Time Period 4
City 1 57 38
City 2 89 67
City 3 77 45
City 4 84 76

Table 3.2 Advertisement Cost in Newspapers(‘000)

Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
55 25 37 20
60 29 52 22
55 28 42 21
62 30 53 29
Time Period 2
53 22 37 24
62 34 48 18
55 35 42 22
58 25 56 32
Time Period 3
55 24 40 25
65 35 48 20
55 29 41 21
60 32 57 32
Time Period 4
56 22 44 28
66 36 45 23
56 30 40 23
58 32 60 34
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Table 3.3 Retention Factor in Newspapers (%)

Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
_ _ _ _
_ _ _ _
_ _ _ _
_ _ _ _
Time Period 2
8 5 5 4
6 5 3 2
7 6 5 2
8 5 6 3
Time Period 3
5 7 6 8
7 6 4 4
7 6 6 4
8 7 4 5
Time Period 4
5 7 4 6
4 8 9 5
9 8 4 4
6 7 3 8

Table 3.4 Upper and Lower Bounds on Advertisement in Newspapers

City Newspaper 1 Newspaper 2

FP OP FP OP

Time Period 1
City 1 [3,20] [6,36] [3,12] [10,24]
City 2 [3,18] [8,28] [3,15] [10,34]
City 3 [3,15] [8,25] [312] [12,28]
City 4 [3,18] [12,36 [3,15] [10,30]
Time Period 2
City 1 [3,18] [7,33] [4,12] [10,26]
City 2 [2,20] [6,30] [2,12] [12,32]
City 3 [4,15] [8,28] [2,10] [13,30]
City 4 [2,15] [14,34] [2,18] [8,32]
Time Period 3
City 1 [2,18] [7,36] [2,12] [8,26]
City 2 [1,20] [5,32] [3,12] [12,34]
City 3 [2,15] [10,28] [2,10] [12,26]
City 4 [1,130 [12,32] [2,16] [7,32]
Time Period 4
City 1 [1,20] [8,38] [1,12] [6,26]
City 2 [1,20] [4,30] [1,15] [10,36]
City 3 [1,18] [8,28] [1,8] [10,24]
City 4 [1,10] [10,26] [1,19] [7,32]
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Table 3.5 Readership Profile Matrix for Newspapers

Newspaper 1 Newspaper 2

R1 R2 R3 R1 R2 R3

Time Period 1
.14 .36 .21 .19 .36 .27
.17 .42 .25 .23 .42 .32
.16 .40 .24 .22 .40 .30
.13 .33 .20 .18 .33 .25
Time Period 2
.17 .40 .25 .23 .43 .27
.16 .38 .24 .22 .42 .26
.20 .48 .30 .27 .52 .32
.14 .34 .21 .19 .37 .23
Time Period 3
.21 .49 .33 .28 .51 .39
.19 .44 .29 .25 .45 .35
.19 .44 .30 .25 .46 .35
.16 .36 .24 .20 .38 .29
Time Period 4
.25 .45 .32 .27 .5 .39
.21 .38 .27 .23 .42 .33
.26 .46 .33 .28 .51 .40
.17 .30 .21 .18 .33 .26

Table 4.1 Average Viewership in Television (‘0000)

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
City 1 160 90 120 92 60 25
City 2 175 85 90 32 134 37
City 3 178 85 87 69 125 79
City 4 98 56 150 78 165 84
Time Period 2
City 1 140 78 160 67 68 41
City 2 180 89 80 32 120 52
City 3 170 90 101 69 108 73
City 4 88 60 160 79 145 88
Time Period 3
City 1 142 84 156 78 95 45
City 2 167 75 67 27 125 47
City 3 164 94 120 72 98 48
City 4 100 64 154 72 162 90
Time Period 4
City 1 134 80 86 56 120 75
City 2 170 90 98 46 140 45
City 3 78 42 145 57 97 54
City 4 85 45 128 67 178 96
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Table 4.2 Advertisement Cost in Television(‘000)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
105 50 101 43 65 34
106 48 82 45 100 56
120 56 78 38 110 49
69 34 110 52 115 67
Time Period 2
90 40 120 30 80 40
115 55 75 40 80 65
120 60 80 38 105 30
56 35 120 55 110 70
Time Period 3
92 40 118 28 88 41
110 40 70 35 81 52
115 60 100 40 85 30
56 35 115 55 120 70
Time Period 4
124 60 76 25 98 40
136 67 80 30 110 56
89 52 128 70 100 59
86 45 120 70 142 78

Table 4.3 Upper and Lower bounds on advertisement in Television

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
City 1 [16,65] [4,36] [20,50] [10,24] [24,32] [10,20]
City 2 [12,68] [6,40] [20,40] [6,30] [14,52] [5,25]
City 3 [14,72] [6,50] [18,48] [10,25] [16,60] [10,30]
City 4 [23,48] [8,48] [19,62] [8,35] [14,75] [8,40]
Time Period 2
City 1 [18,60] [6,33] [17,54] [12,20] [22,35] [12,24]
City 2 [12,72] [4,38] [22,35] [8,30] [15,48] [3,30]
City 3 [14,68] [5,52] [16,50] [10,25] [19,58] [12,26]
City 4 [26,40] [6,28] [14,65] [6,40] [16,70] [7,42]
Time Period 3
City 1 [16,54] [5,34] [18,58] [10,22] [18,39] [8,26]
City 2 [13,70] [7,35] [22,32] [10,26] [13,50] [4,24]
City 3 [15,65] [8,54] [12,58] [6,30] [19,50] [12,24]
City 4 [20,45] [6,30] [14,63] [8,38] [14,72] [7,45]
Time Period 4
City 1 [12,50] [8,30] [20,38] [15,20] [12,69] [7,35]
City 2 [9,65] [5,38] [18,35] [12,28] [12,55] [4,25]
City 3 [19,35] [12,24] [10,66] [5,35] [18,50] [10,25]
City 4 [16,49] [6,25] [13,55] [7,30] [13,75] [6,45]
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Table 4.4 Retention Factor in Television (%)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time Period 1
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
Time Period 2
5 5 8 8 3 1
7 4 5 5 5 3
6 4 5 3 6 8
5 3 8 5 7 5
Time Period 3
4 3 7 4 7 5
9 5 6 3 8 2
5 3 1 4 3 3
5 2 7 3 3 4
Time Period 4
6 4 4 6 3 4
4 7 5 3 6 8
4 4 6 6 5 6
6 4 5 3 8 5
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Table 5.1 Average no. of listeners in Radio (‘0000)

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
City 1 44.7 18.67 28.4 13.7 19.78 9.2
City 2 24 1.8 18 7.8 13.5 7.8
City 3 34.5 15 9.7 5.6 14.5 7.6
City 4 27.8 14.35 11 4.5 13.5 3.4
Time period 2
City 1 3.5 17.8 30 16 14.5 8
City 2 19 9 26 10 9.5 5.7
City 3 25 10 13.5 6.7 22.1 12
City 4 23.45 13.8 16.58 8.9 15.9 7.8
Time period 3
City 1 38.5 14 19 9.8 29 11
City 2 17 7.2 24 9 14 6.7
City 3 28 1.5 21 8.5 13 5.8
City 4 17 8.79 19 8.7 22 11
Time period 4
City 1 37.5 14 25 9 28 12
City 2 15 7.2 21 8 17 8.5
City 3 29 11 23 8.5 12 5.6
City 4 24.85 9 21 8.6 19 7.6

Table 5.2 Advertisement cost in Radio(‘00)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
95 32 57 25 43 21
78 21 50 19 41 20
97 35 45 15.5 68 26.7
80 28.9 55 24.5 65 26
Time period 2
87 27.6 63 32 38 18.9
64.2 19 64 22.5 35.5 18.6
86 31 54 18 75 30
74 22 64 32.4 62 28
Time period 3
89 22 35 12 65 19.8
54.2 13 71 30 42 20
96 33 72 22 58 18
58.9 17.8 69 31 74 34
Time period 4
87 25 54 12.5 60 22
32.5 1.5 67 28.9 50 22
92 30 72.5 25.8 42 17.5
86 25.6 62 20 48 15.5
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Table 5.3 Upper and Lower Bounds on Advertisement in Radio

City Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
City 1 [15,120] [6,68] [34,110] [13,40] [48,90] [25,32]
City 2 [18,118] [15,54] [40,90] [17,42] [48,80] [12,30]
City 3 [22,124] [8,52] [45,78] [12,24] [36,90] [18,32]
City 4 [23,130] [6,65] [40,95] [20,34] [30,75] [12,28]
Time period 2
City 1 [12,118] [8,64] [32,112] [10,45] [52,86] [28,28]
City 2 [22,114] [18,52] [36,94] [12,46] [52,75] [14,26]
City 3 [26,120] [10,48] [38,82] [10,26] [32,94] [15,34]
City 4 [24,128] [8,68] [38,100] [16,36] [32,78] [10,30]
Time period 3
City 1 [10,124] [12,61] [36,110] [14,40] [50,90] [25,33]
City 2 [24,108] [20,47] [34,98] [12,42] [51,75] [18,30]
City 3 [25,127] [12,52] [34,90] [8,32] [36,90] [19,30]
City 4 [28,118] [13,62] [36,98] [20,42] [30,90] [8,36]
Time period 4
City 1 [12,130] [8,65] [30,115] [12,38] [52,88] [23,35]
City 2 [32,89] [24,47] [36,95] [18,40] [42,80] [17,34]
City 3 [28,129] [16,55] [34,95] [11,32] [36,85] [22,28]
City 4 [22,120] [8,59] [37,110] [25,40] [32,85] [18,45]

Table 5.4 Retention Factor in Radio (%)

Channel 1 Channel 2 Channel 3

PT OT PT OT PT OT

Time period 1
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
_ _ _ _ _ _
Time period 2
7 6 5 4 3 3
7 2 8 5 4 2
8 4 4 3 6 8
8 4 5 2 4 5
Time period 3
9 6 6 4 7 6
7 5 8 6 4 2
8 5 5 3 4 3
9 6 8 4 8 4
Time period 4
8 5 4 4 7 6
6 6 8 4 5 2
8 4 6 2 6 1
7 6 6 3 5 3
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Table 6 Weights assigned for customer profile criteria

R1 R2 R3

Newspaper 0.03 0.15 0.12
Television 0.04 0.16 0.11
Radio 0.07 0.2 0.12

Table 7 Weights assigned to media in stage 2 of Goal Programming in different time periods

Time period 1 Time period 2 Time period 3 Time period 4

Newspaper 0.38 0.30 0.30 0.32
Television 0.32 0.35 0.4 0.31
Radio 0.30 0.35 0.30 0.37
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Characterisation of a Second-Best
Rationalisable Choice Function with

General Domain
Taposik Banerjee∗

Choices made from alternatives that one faces in different situations,
when described in the form of a function, provides us with a choice
function. A choice function, therefore is essentially a description of ob-
served choices. There is nothing inherent in such a description to confirm
that the choices made are consistent with the behaviour that one may
expect from a rational individual. Such consistency, however, is a matter
of great importance to economists and philosophers as it is considered
as the hallmark of a rational individual. Several axioms have been pro-
posed in the literature of choice theory to ensure this consistency of a
choice function.1 These axioms (popularly known as internal consis-
tency conditions), if satisfied by a choice function, assure us that the
choices made are somewhat consistent or reasonable. The reasonable-
ness that we are talking about here, however, is linked with the concept
of rationality.

Rationality has been commonly described in the theory of individual
choice or social choice as a quality of an individual that enables her to
construct a ranking over alternatives she faces, so that she can choose
the best one among them. It is assumed that the ranking is constructed
only after taking into account all relevant considerations that may affect
her choice behaviour. It is understood that with such a ranking at her
disposal choosing the best element serves her interest best.

The axioms of internal consistency that we were talking about ear-
lier have been designed in order to ensure that the chosen elements
are all best elements. Satisfaction of those conditions ensures that the

∗ I am deeply indebted to Professor Satish K. Jain for his guidance and sugges-
tions.
1 See Arrow (1959), Blair et al. (1976), Plott (1973), Richter (1966), Suzumura
(1977) and Uzawa (1956).
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choice function is rationalisable, that is, such choices could be realised
by choosing the best elements according to some ordering. So one may
say that a rationalisable choice function represents choices that could
be made by a rational individual. But what if the choice function is
not rationalisable? In other words, is it necessary that choices that are
not realised by choosing best elements are inconsistent and can only be
made by an irrational person? The answer could be given suitably by
the classic example provided by Amartya Sen (1993) where he considers
the following choices:

C({x, y}) = {x}
C({x, y, z}) = {y}

Alternative x was chosen when y was available, whereas y was cho-
sen when both x and z were available. Clearly the chosen elements can-
not be best elements. Yet the choices are not inconsistent. Such choices
would be realised if a person with preferences zPyPx chooses second-
best elements from the sets of alternatives. This phenomenon of choos-
ing a second-best alternative is not unintelligible either. We would like
to go back to Sen’s example once again. A person who would otherwise
love to have the largest piece of cake (assuming that preferences over
cake pieces are determined by their size; larger the size more preferred
it is) from the tray may decide not to choose the largest one and instead
choose the second largest one if she does not want to be considered
as greedy by others (Sen 1993). Choosing the second-best element here
clearly is a purposive behaviour and by no means irrational.

The internal consistency conditions that only allow for best elements
in the choice set would recommend the choice behaviour (in Sen’s ex-
ample) that we just described earlier as inconsistent. They would do
so because in their design it was implicity assumed that choosing a
second-best element is not a rational action. As a result, a whole class
of purposive behaviour has been classified as irrational behaviour. The
existing internal consistency conditions that are popularly used in the
social choice theory to assess a choice function, therefore, turn out to be
insufficient to analyse several choice patterns. Motivated by the example
provided by Sen (1993), this essay makes a modest effort to address this
limitation. It would be proper to mention here that some research has
already been done to overcome these limitations. Baigent and Gaert-
ner (1996) have characterised a choice function where an individual
chooses a second-best element in case there is a unique best element
in the set. Gaertner and Xu (1999) have characterised choice functions
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where chosen elements are median elements from a preference ranking.
This essay would like to characterise choice behaviours where an in-
dividual chooses a second-best element when available; otherwise, she
chooses a best element. A choice function that describes such choices
will be called a second-best rationalisable (alternatively 2-rationalisable)
choice function. We are not imposing any restriction on the domain of
the choice function which means our choice function may have any non-
empty collection of non-empty subsets as its domain. We would call it a
choice function with general domain. In the next section, some general
definitions and notation have been introduced which are to be used in
the essay. Third section describes the characterisation results.

Notation and Definitions
Let X be the non-empty finite universal set of alternatives. We denote
the power set of X (that is, the set of all subsets of X) by 2X. Let � be
the set of all non-empty subsets of X, that is, � = 2X − {∅}.

A choice function is defined as a function, C : D �→ � such that
C(A) ⊆ A for all A ∈ D, where ∅ /= D ⊆ �. In other words, to every
set A belonging to the domain D, which is a non-empty collection of
non-empty subsets of X, we assign a set C(A), which is a subset of A
itself. C(A) is called the choice set of the set A.

For any binary relation R defined over a set S, the asymmetric and
symmetric parts of R, designated by P and I respectively are defined as

(∀x, y ∈ S)[[xPy ↔ xRy∧ ∼ yRx] ∧ [xIy ↔ xRy ∧ yRx]].

A binary relation R is said to be an ordering if and only if it is reflexive,
connected and transitive. A binary relation R is said to be a quasi-
ordering if and only if it is reflexive and transitive.

For any two binary relationsR1 andR2 onX, a composition thereof
is defined by

R1R2 = {(x, y) ∈ X ×X | ∃z ∈ X : (x, z) ∈ R1 ∧ (z, y) ∈ R2}.
For any binary relation R, we define the following infinite sequence

of binary relations:

R1 = R,R2 = RR,R3 = RR2, ..., Rt = RRt−1; t ∈ N − {1}
Let T(R) = ⋃

n∈N
Rn. T(R) is said to be the transitive closure of R.

A binary relation R on X is T-consistent iff,Aq:iff of if?

(∀x, y ∈ X)[(x, y) ∈ T(R) → (x, y) ∈ R ∨ (y, x) /∈ R].
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Let R1 and R2 be two binary relations defined over a set S. R2 will
be called an extension of R1 iff,

[R1 ⊆ R2 ∧ P(R1) ⊆ P(R2)].

Let R be a binary relation defined over a set S. An element x ∈ S is
said to be a best element (or first-best element) in S with respect to R if
and only if, (∀y ∈ S)(xRy). Let the set of all such best elements in S be
G1(S,R).

We define that an element x ∈ S −G1(S,R) is a second-best element
in S with respect to R if and only if, (∀y ∈ S −G1(S,R))(xRy). We may
say that once we remove all best elements from a set, a second-best
element would be a best element of the reduced set. Let the set of all
such second-best elements in S be G2(S,R).

A binary relation R is said to be a 2-rationalisation (second-best
element rationalisation) of a choice function C if and only if

C(S) = G2(S,R) if G2(S,R) /= ∅
= G1(S,R) if G2(S,R) = ∅

for all S ∈ D. Simply put, the chosen elements are the second-best ele-
ments of a set. If a second-best element is not available, then best ele-
ments are chosen.

Necessary and Sufficient Condition for a Choice
Function to be 2-Rationalisable by an Ordering
We define a set � such that,

� = {S ∈ D | C(S) /= S}.
For every set in � choice set is a proper subset of the original set.

So in every set in � there is at least one element which does not belong
to the choice set. Intuitively, we can say that if the choice function is
2-rationalisable, then these should be the sets which have a second-best
element.

We now define a function,

f : � �→ 2X − {∅}
such that,

for all S ∈ �, f (S) ⊂ S ∧ f (S) ∩ C(S) = ∅.
The idea behind the function f is simple and intuitive. If � is the

collection of sets with second-best elements, then for any set S in �, we
would like to see f (S) as the collection of best elements in S.
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We define the following sets:

A1 = {(x, y) | (∃S ∈ �)(x ∈ f (S) ∧ y ∈ C(S))}
A2 = {(x, y) | (∃S ∈ �)(x ∈ C(S) ∧ y ∈ S − (C(S) ∪ f (S)))}
A3 = {(x, y) | (∃S ∈ D)(x, y ∈ C(S))}
A4 = {(x, y) | (∃S ∈ �)(x, y ∈ f (S))}

Given the interpretation of f (S), it is clear that for any (x, y) that
belongs to either A1 or A2, we need x to be strictly preferred to y.
However, if (x, y) belongs to either A3 or A4, then we need x to be
indifferent to y.

Let A = A1 ∪ A2 ∪ A3 ∪ A4. Clearly A is a binary relation over X.
We introduce two conditions here:

Condition 1: (x, y) ∈ A1 → (y, x) /∈ T(A)

Condition 2: (x, y) ∈ A2 → (y, x) /∈ T(A)

where T(A) is the transitive closure of A. Condition 1 and Condition 2
ensure T-consistency of the binary relation A. It is known that a T-
consistent binary relation will necessarily have a reflexive, connected
and transitive extension.2 Next we would look for such an ordering
extension of A.

Clearly with these two conditions satisfied, P(A) = A1 ∪ A2.
Let, �X = {(x, x)|x ∈ X}.
We define a binary relation Q such that, Q = �X ∪ T(A).
It can be easily verified that Q is a quasi-ordering (that is, reflexive

and transitive). Let R be an ordering extension of Q.

Claim 1. Q is an extension of A.

Proof: It is straight forward that (x, y) ∈ A implies (x, y) ∈ Q. Suppose
(x, y) ∈ P(A).

(x, y) ∈ P(A) → (x, y) ∈ A1 ∨ (x, y) ∈ A2

→ (y, x) /∈ T(A)

→ (x, y) ∈ P[T(A)]

→ (x, y) ∈ P(Q)

Hence, Q is an extension of A.
Therefore, R is an ordering extension of A.

2 See Jain (2007) and Suzumura (1983).



86 | Taposik Banerjee

Axiom E: There exists a function f : � �→ 2X − {∅} satisfying conditions
1 and 2.

Theorem 1. There exists an ordering R which 2-rationalises the choice
function C iff it satisfies axiom E.

Proof: Suppose a choice function C satisfies axiom E. If � = ∅, then for
all S ∈ D, we have C(S) = S. In that case R = X2 is a 2-rationalisation.

Now let � /= ∅.
Case 1. Let C(S) = S.

C(S) = S → (∀x, y ∈ S)(xAy)
→ (∀x, y ∈ S)(xRy)
→ G1(S,R) = S

Case 2. Let C(S) /= S.

By construction, we have f (S) /= ∅.
Let

x ∈ C(S) ∧ y ∈ f (S).
Clearly, (y, x) ∈ P(A). As R is an extension of A, it must be yP(R)x.

Therefore, x /∈ G1(S,R).
Suppose x /∈ G2(S,R).Then for some z ∈ S −G1(S,R), we have zPx.

zPx → ∼ xRz

→ z /∈ C(S) ∧ z /∈ S − [C(S) ∪ f (S)]
→ z ∈ f (S)

z /∈ G1(S,R) implies that for some w in S, we have wPz. w /∈ f (S),
as z ∈ f (S). Also, w /∈ C(S) as wPx.

Again, wPx implies w /∈ S − [C(S) ∪ f (S)].
Therefore, w /∈ S, which is a contradiction.

) x ∈ G2(S,R).

Now we prove the converse. Let x ∈ G2(S,R) and suppose x /∈ C(S).
Suppose, x ∈ f (S).

x ∈ f (S) → x ∈ G1(S,R)

→ x /∈ G2(S,R)
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This is a contradiction. Therefore, x /∈ f (S).
x ∈ S − [C(S) ∪ f (S)]

→ ∃z ∈ f (S) ∧ ∃y ∈ C(S) ∧ (z, y) ∈ P(R) ∧ (y, x) ∈ P(R)

→ x /∈ G2(S,R)

This is a contradiction and, hence, x ∈ C(S).
Therefore, C(S) /= S implies that C(S) = G2(S,R).
The necessary part of the theorem is trivial and comes straight from

the intuitive interpretation that was given earlier. For every set S in �,
assign f (S) as the collection of best elements in S and axiom E will be
satisfied.

Conclusion
Choosing a non-best element from a set of alternatives cannot be auto-
matically termed as unreasonable. On certain occasions depending on
the context of choice, one may reasonably choose an element that is not
the best element. Internal consistency conditions of choice, therefore,
cannot be applied in a context independent way. In order to see whether
different parts of a choice function are consistent or not, we need to
specifically consider the context of that choice. Standard consistency
conditions are applicable only to cases where the chooser is interested
in picking the best elements from any set. If, however, chosen elements
are not best, new sets of conditions need to be applied to check for
consistency of choice. This essay characterises a 2-rationalisable choice
function with general domain. The characterisation result of course
has a limitation as it involves a condition of existential nature. How-
ever, given the complexity of the problem, it appears that an existential
condition was unavoidable. Moreover, the essay while constructing the
condition also tried to throw some light on the intricate relationships
between different components of a choice function and a binary rela-
tion that may 2-rationalise it. Although the essay fails to characterise a
2-rationalisable choice function without invoking an existential con-
dition, it may not altogether be an impossible task to perform. The
problem, therefore, remains open in some sense and the essay, we hope,
would facilitate farther research in the area.
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Abstract: Basal angiosperms are the first flowering plants that diverged from ancestral angiosperms, while magnoliids 
represent the oldest known angiosperms and are considered to retain the characteristics of more primitive 
angiosperms. Availability of the plastidial genomes from several members of both these classes of plants 
provides an opportunity to identify and understand large-scale genomic patterns in organelles of early 
angiosperms. In this work, chloroplast genomes from nine AT-rich basal angiosperm and magnoliid species 
were analyzed to unearth patterns, if any, in terms of codon bias and to identify factors responsible for the 
detected patterns. We were able to distinguish nine optimal codons in basal angiosperm chloroplasts and 18 
in case of magnoliids. Our findings suggest mutational bias as the most predominant factor shaping codon 
usage patterns among the genomes examined, while gene expression, hydrophobicity and aromaticity, were 
found to have a limited but important effect on pattern determination. 

1 INTRODUCTION 

Chloroplasts, initially originated by the process of 
endosymbiosis from cyanobacteria about 1-1.5 
billion years ago, are the most important cellular 
organelles of autotrophs. On account of their small 
size, high copy number, conservation and extensive 
characterization at the molecular level, a large 
number of completely sequenced plastid genomes 
are now publicly available.  

The angiosperms, or flowering plants, are one of 
the major groups of extant seed plants and arguably 
the most diverse major extant plant group on the 
planet, with at least 260,000 living species classified 
in 453 families. Basal angiosperms represent the 
first flowering plants that branched off from 
ancestral angiosperms at successive occasions before 
the appearance of the "true" dicots Eudicots, and 
comprise of distinct evolutionary groups, of which 
the first three to diverge were Amborellales, 
Nymphaeales and Austrobaileyales (Soltis & Soltis 
2004). Magnoliids, on the other hand, are the oldest 
known angiosperms, represented by a heterogenous 
group that are neither eudicotyledons nor 
monocotyledons, and are considered to retain the 
characteristics of more primitive angiosperms. 
Economically important products derived from 

magnoliids include edible fruits, spices such as black 
and white pepper Piper nigrum, cinnamon 
Cinnamomum verum, and camphor Cinnamomum 
camphora (Soltis et al., 2005). The magnoliid clade 
contains most of those lineages that were typically 
referred to as "primitive angiosperms" in earlier 
classification schemes (Cronquist, 1988).   

This work was undertaken with the aim of 
conducting a genome-wide survey of codon usage 
patterns across the available chloroplast genomes of 
Basal Angiosperms and Magnoliids. The term 
‘codon usage bias’ describes the unbalanced usage 
of synonymous codons during translation of a given 
genome. Codon usage can vary between species and 
also between different genomic regions of the same 
species, so there is much fluctuation observed in 
genes and genomes. Several factors support this 
phenomenon, such as genome composition bias 
(Bernardi and Berbardi, 1986), natural translation 
selection (Ikemura, 1985), hydrophobhicity and 
aromaticity.   

Previous codon usage studies demonstrate that 
codon usage bias is a complex phenomenon, which 
involves various biological factors such as gene 
expression level, gene length, gene translation 
initiation signal, protein amino acid composition, 
protein structure, tRNA abundance, mutation 
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frequency and patterns and GC composition (Sharp 
et al., 1993). Ikemura and colleagues found that 
some specific codons of highly expressed genes are 
best recognized by the most abundant tRNA 
isoacceptors (Ikemura, 1985). It is believed that 
codon usage pattern in chloroplast genomes is 
similar to that of E. coli as the translational 
machinery in both cases has its own genomic 
environment that resembles prokaryotes. 

Composition bias is the predominant factor 
responsible for codon bias in chloroplast genome of 
plants. High A+T content, which matches the 
composition bias of noncoding regions, is rich in 
degenerate positions (Morton, 1996), but this fact is 
not accepted in case of psbA gene, which has high C 
content at the third position of specific synonymous 
groups. Selection is thought to act strongly on the 
codon usage of psbA such that it has a noticeably 
unique codon usage pattern, and at a very weak 
intensity on the codon usage of some other highly 
expressed genes of the plant chloroplast genomes 
(Morton, 1996).  

The main purpose of this study is to gain an 
understanding of the selection factors that are 
responsible of codon usage bias by focusing on the 
data from nine chloroplast genomes belonging to 
magnoliids and basal angiosperms. We have tried to 
address questions regarding the change in codon 
usage pattern during evolution in chloroplast 
genomes, an event that has not previously been 
explored in depth. We also attempt to compare our 
findings with published literature although earlier 
studies have all been restricted to individual or very 
few species in plants. 

2 MATERIALS & METHODS 

2.1 Dataset  

Complete chloroplast genomes and collection of 
coding sequences of nine species of plants 
representing two major taxa, namely Basal 
Angiosperms and Mangnoliids were obtained from 
GenBank, NCBI:http://www.ncbi.nlm.nih.gov.  

The nine genomes used as dataset for this study 
comprised of three basal angiosperms, one each 
from Amborellales, Nymphaeales and 
Austrobaileyales, namely Amborella trichopoda, 
Nymphaea alba and Nuphar advena respectively. 
The six remaining chloroplast genomes 
encompassed the magnoliids, namely Calycanthus 
floridus var. glaucus, Liriodendron tulipifera, 
Drimys granadensis, Piper cenocladum, 

Chloranthus spicatus and Illicium oligandrum. 
Details of these nine genomes are provided in 
Table1.  

Only those sequences were included which 
comprised appropriate start and stop codons and 
were of full length. To minimize stochastic 
variation, a threshold of 100 codons was defined, 
since there is a negative correlation between codon 
usage bias and gene length.   

Table 1: Summary of Organisms. 

Species code 
Accession No.  

# protein 
coding 
genes 

# Filtered 
genes 
used 

GC % 

BASAL ANGIOSPERMS 
A.tr NC_005086 84 54 38 
N.al NC_006050 85 58 39 
N.ad NC_008788 85 55 39 

MAGNOLIIDS 
C.f.g NC_004993 86 55 39 
L.tu NC_008326 84 53 39 
D.gr NC_008456 85 55 38 
P.ce NC_008457 85 53 38 
C.sp NC_009598 86 56 38 
I.ol: NC_009600 83 56 39 

2.2 Codon Usage Indices & Parameters 

A number of codon usage indices were calculated 
for this study using the program CodonW 1.4.4 
http://codonw.sourceforge.net/. All statistical 
analysis was performed using SPSS version 16.0.  

The effective number of codons Nc, independent 
of gene length is a simple measure of bias in codon 
usage (Wright, 1990).  Equation for the calculation 
of Enc plot is: ENc = 2 + S + 29/S2 + 1-S2 where S 
is the frequency of G+C i.e. GC3s. A plot of Enc 
against GC3s NC-plot was effectively used to detect 
the codon usage variation among genes, for 
example, if GC3s is zero, then only codons ending in 
A and T will be used, thus restricting the number of 
codons used to 20 out of the 61 sense codons. 
Wright 1990 argued that if a particular gene is 
subject to G+C compositional constraint, it would lie 
on or just below the expected curve, as against a 
gene subject to selection for transitionally optimal 
codons, that would lie considerably below the 
expected curve.  

Relative synonymous codon usage RSCU value 
for a codon is simply the observed frequency of that 
codon divided by the frequency expected under the 
assumption of uniform usage H0* of the 
synonymous codons for an amino acid (Sharp, 
1986).  RSCU values close to 1.0 indicate a lack of 
codon bias. RSCU values are largely independent of 
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amino acid composition and are particularly useful 
in comparing codon usage among genes, or sets of 
genes that differ in their size and amino acid 
composition.   The formula for RCSU is given by: 

RSCUij  Xij

1
ni

Xij

j1

ni


 

 where Xij is the number of occurrences of the jth 
codon for the ith amino acid, and ni  is the number 
from one of six of alternative codons for the ith 
amino acid. Relative adaptive-ness of a codon, wij, is 
the frequency of use of that codon compared to the 
frequency of the optimal codon for that amino acid, 
and it is given by: 

Wij  RSCUij RSCUi max  Xij Xi max  
where RSCUimax and Ximax are the RSCU and X 
values for that codon which is used most frequently 
for the ith amino acid.  

Codon Adaptation Index CAI measures the 
relative adaptation of a gene of the codon usage of 
highly expressed genes. CAI uses a reference set of 
highly expressed genes from a species to assess the 
relative merits of codon and identifies the role of 
selective pressure in modeling the patterns of codon 
usage (Sharp and Li, 1987). To calculate CAI, the 
first step is to construct a reference table of relative 
synonymous codon usage RSCU values from very 
highly expressed genes of the organism in question. 
The CAI values are calculated in relation to the 
psbA gene of the same genome.  

The psbA gene demonstrates atypical codon 
usage and its codon bias is a remnant of the ancestral 
bias degrading toward the compositional bias 
(Morton and Levin, 1997). A CAI values close to 
1.0 reflects strong bias in codon usage and 
potentially high-expression level of the considered 
gene (Sharp and Li, 1987).  

The most commonly used characteristic is the 
pattern of codon usage itself, defined in terms of 
optimal codons. An optimal codon is any codon 
whose frequency of usage is significantly higher 
than its synonymous codons in putatively highly 
expressed genes. Significance is estimated using a 
two-way chi-squared contingency test, with a cut-off 
at p<0.01. Codon usage was composed using chi-
square contingency test of the groups, and codons 
whose frequency of usage were significantly higher 
p-value < 0.01 in highly expressed genes than in 
genes with low level of expression would be defined 
as the optimal codons.  

GC content is calculated as the fraction of 
nucleotides in a sequence, that are guanine or 

cytosine. The index GC3s is the frequency of G or C 
nucleotides present at the third position of 
synonymous codons i.e. excluding Met, Trp and 
termination codons.  

Hydrophobicity is measured in terms of gravy 
score, while aromaticity denotes the frequency of 
aromatic amino acids Phe, Tyr and Trp in the 
translated sequences (Kyte and Doolittle, 1982).  

To normalize and identify intra-genomic 
variation with differing amino acid compositions, 
relative synonymous codon usage RSCU was 
analyzed for correspondence analysis COA for the 
59 informative codons excluding Met, Trp, and the 
three stop codons (Greenacre, 1984). This analysis 
partitions the variation along 59 orthogonal axes, 
with 41 degrees of freedom. The first axis is the one 
that captures most of the variation in the codon 
usage, with each subsequent axis explains a 
diminishing amount of the variance. The 
correspondence analysis also reflects the 
corresponding distribution of synonymous codons. 
RSCU values are close to 1.0 when all synonymous 
codons are used equally without any bias. In 
subsequent part of this work, the terms axis 1 RSCU 
and axis 2 RSCU will be used to represent first-and 
second-major axis of COA.  

3 RESULTS 

3.1 Detection of Codon Usage Patterns 

As described in methods, the pattern of synonymous 
codons usage across the codons in each genome was 
investigated by the Nc-plot between ENc value and 
GC3s value. The values range from 20 extremely 
biased to 61 no bias (Wright, 1990), and the 
respective plots are shown in Figure 1 for the basal 
angiosperms, and Figure 2 for magnoliids. Nc-plots 
of basal angiosperm chloroplast genomes follow a 
trajectory path, i.e majority of points are on and just 
below the Nc-plot.  

Table 2 lists the Nc and GC3 values for all 
species investigated and it can be seen that basal 
angiosperms have very low GC3s values and their 
Nc values range from about 38 to 61, the lowest 
being 38.39 GC3s is 0.232 in case of the rps18 gene 
of Amborella trichopoda.  

Overall, the majority of genes follow a parabolic 
line of trajectory indicating G+C mutational bias as 
the predominant factor for variation in codon usage, 
although some genes lie well below the expected 
curve, hinting at additional factors responsible for 
codon bias in basal angiosperms. 
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Figure 1: Nc-plots (Nc values vs GC3s) for the three basal 
Angiosperms. Nc was plotted against GC content at the 
third codon position. The expected ENc from GC3s are 
shown as a solid line.  

Table 2: Genes with highest bias per taxon (by Nc-Plots). 

Species code 
Accession No.  

Gene NC value 
(GC3s) 

BASAL ANGIOSPERMS 
A.tr NC_005086 Rps18 38.39 (0.232) 

MAGNOLIIDS 
D.gr NC_008456 Rps14 34.86 (0.309) 

Although the mean Nc values of basal 
angiosperms and magnoliids are close to each other 
as shown in Table 3, and both sets of Nc plots 
display a parabolic trend, it can be seen from Figure 
2 that the magnoliid Nc plots exhibit a wider 
scattering of points as compared to basal 
angiosperms, and there are more magnoliid genes 
lying well below the expected curve.  

As can be seen from Table 2, least Nc-value is 
displayed by Drimys granadensis i.e. 34.86 GC3s is 
0.309 on rps14 gene. These observations suggest 
that in case of magnoliids, G+C mutational bias is 
the predominant factor for codon usage bias but 
translational selection may also be an important 
factor.  

3.2 Optimal Codons 

Table 4 lists the results from optimal codon 
identification and the data shows nine significantly 
preferred optimal codons for basal angiosperms p< 
0.01, while in case of magnoliids, 18 codons were 
identified as being used more frequently p< 0.05 
Table 4. These optimal codons are optimal for genes 
at higher expression level, as estimated from CAI 
analysis. Only four optimal codons were found to be 
common between the two taxa.  

Table 3: Means of Nc value in each taxon. 

No. of Genomes  # Genes Mean NC  
BASAL ANGIOSPERMS 

3 367 7.5394 
MAGNOLIIDS 

6 367 7.2954 

 

Figure 2: Nc-plots (Nc values vs GC3s) for six magnoliids 
used in this study. Parameters same as in Figure 1. 

As shown in Table 5, plants from both taxa show a 
higher occurrence of A/U at the third position of 
their optimal codons. This result is consistent with 
the AT richness of the third-codon position in 
chloroplast genes.  

Table 4: Occurrence of Optimal Codons (out of 64). 

Codon  Basal Ang Magnolid 
AGU (Ser) 1 1 
GGA (Gly) - 2 
GCC (Ala) 1 1 
GAA (Glu) - 1 
GAC (Asp) - 1 
GAU (Asp) - 1 
ACA (Thr) 1 - 
ACU (Thr) - 1 
AUA (Ile) - 1 
AUU (Ile) - 1 
CGA (Arg) 1 - 
CGU (Arg) 1 1 
CAA (Gln) - 1 
CAU (His) 1 1 
CCA (pro) 2 - 
UUA (Leu) - 3 
UUG (Leu) - 1 
UGU (Cys) - 1 
UAC (Tyr) 1 - 

3.3 Correspondence and Correlation 
Analysis 

Previous studies have shown a significant variation 
in the codon usage among genes from different 
species (Ikemura, 1985; Sharp et al., 1988). Thus, in 
order to understand the variations and trends in 
codon usage among genes in basal angiosperms and 
magnoliids, a series of orthogonal axes were 
generated by performing COA of RSCU. 

Patterns�of�Codon�Usage�in�Plastidial�Genomes�of�Ancient�Plants�Provide�Insights�into�Evolution

147



Coordinates of each gene on the four axes reflected 
the variation in codon usage. Axis 1 COA/RSCU 
possesses the maximum variation that diminished 
with axes 2, 3 and 4 respectively.  

Spearman's rank correlation analyses were 
performed among different indices of codon usage 
and amino acid composition such as CAI, GC 
content, Nc, GC3s, hydrophobicity, aromaticity and 
data from the first four axes are presented in Table 6. 

Table 5: Top Ranked Optimal Codons by Species. 

Species code 
Accession No.  

   

BASAL ANGIOSPERMS 
A.tr NC_005086 CCA (Pro) CCA(Pro) CCA 

(Pro) 
N.al NC_006050 UAC (Tyr) UAC 

(Tyr) 
UAC 
(Tyr) 

N.ad NC_008788 CAU (His) CAU 
(His) 

CAU 
(His) 

MAGNOLIIDS 
C.f.g NC_004993 UUA Leu)   
L.tu NC_008326 ACU (Thr) ACU 

(Thr) 
ACU 
(Thr) 

D.gr NC_008456 UUA(Leu) UUA 
(Leu) 

UUA 
(Leu) 

P.ce NC_008457 UGU(Cys) UGU 
(Cys) 

UGU 
(Cys) 

C.sp NC_009598 CGU (Arg) CGU 
(Arg) 

CGU 
(Arg) 

I.ol: NC_009600 UUG(Leu) UUG 
(Leu) 

UUG 
(Leu) 

As can be seen from this table, basal angiosperms 
possess more correlation significant values with Nc 
than magnoliids. Genes in all three basal 
angiosperms are correlated with Nc with first, 
second and third axes. Distribution of genes in all 
magnoliids is correlated with first three axes, except 
in case of I. oligandrum. In basal angiosperms, 
Nyphea alba at axis 4 is correlated with CAI with 
value r = -.389, p – value < 0.01, and Nuphar 
advena is correlated at axis 4 with value r = .477, p – 
value 0.01. Magnoliids also showed a significant 
correlation with CAI at axes 3 and 4.  

The distribution of genes on third axis is 
correlated with CAI in all magnoliids all r < -.282, 
p-value < 0.05; all r < -.251, p-value < 0.01. GC is 
significantly correlated with different axes in both 
taxa except for Piper cenocladum of magnoliids. 
Hydrophobicity showed significant correlation in 
case of four genomes out of nine. 

 
 
 

Table 6: Correlation analysis between codon usage and 
amino acid usage indices in plastidial genomes.  

Species code 
Accession No.  

Axis1 Axis 2 Axis3 

CAI Values 

BASAL ANGIOSPERMS 
A.tr NC_005086 0.041 0.082 0.130 
N.al NC_006050 -0.089 0.114 0.176 
N.ad NC_008788 0.009 0.073 0.088 

MAGNOLIIDS 
C.f.g NC_004993 0.233 0.150 0.148 
L.tu NC_008326 -0.011 -0.093 -0.350* 
D.gr NC_008456 -0.054 0.211 -0.537** 
P.ce NC_008457 -0.200 0.094 -0.351** 
C.sp NC_009598 -0.065* 0.276* -0.318* 
I.ol: NC_009600 -0.090 0.232 0.285* 

*Represents significance at P < 0.05; **at P < 0.01 

4 CONCLUSIONS 

Our results strongly suggest mutational bias, gene 
expression, compositional constraint and 
hydrophobicity as the selective forces in shaping the 
variation in the codon usage among genes of these 
organisms. We analyzed the putative optimal codons 
and hypothesize that frequencies of preferred codons 
in genes seem to be correlated with the gene 
expression, majority of which end with U and may 
be useful in the detection of gene expression of those 
genes where this is unexplored.  

According to our results codon bias is 
significantly correlated with gene expression. Our 
data provide evidence that natural selection can also 
play an important role in shaping the codon usage in 
chloroplast genomes. Correlation results strongly 
support the hypothesis that besides mutation bias, 
there are some other factors that direct the change in 
the codon usage frequency in chloroplast genomes. 

Among other factors, aromaticity and 
hydrophobicity have played an important role in 
shaping codon usage in many chloroplast genomes. 
This study has provided a basic understanding of the 
mechanisms for codon usage bias, which could be 
useful in further studies of their molecular evolution, 
gene transfer and heterologous expression of these 
chloroplast genomes from basal angiosperms and 
magnoliids. 
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